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Abstract

We experimentally demonstrate the localization of excitation between hyperfine ground states

of 87Rb atoms to as small as λ/13 wide spatial regions. We use ultracold atoms trapped in a

dipole trap and utilize electromagnetically induced transparency (EIT) for the atomic excitation.

The localization is achieved by combining a spatially varying coupling laser (standing-wave) with

the intensity dependence of EIT. The excitation is fast (150 ns laser pulses) and the dark-state

fidelity can be made higher than 94% throughout the standing wave. Because the width of the

localized regions is much smaller than the wavelength of the driving light, traditional optical

imaging techniques cannot resolve the localized features. Therefore, to measure the excitation

profile, we use an auto-correlation-like method where we perform two EIT sequences separated by

a time delay, during which we move the standing wave.
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1. INTRODUCTION

The diffraction limit, which posits that traditional optical techniques cannot resolve or

write features smaller than about half the wavelength of light, is an important barrier for a

variety of research areas. For example, a number of quantum computing implementations,

such as those utilizing trapped neutral atoms, use focused laser beams to trap, initialize,

and manipulate qubits [1–5]. In a neutral-atom quantum computing architecture, the qubit

spacing has to be larger than half the wavelength, which limits the two-qubit interaction

energies that can be obtained (for example through Rydberg dipole-dipole interaction). The

necessary qubit spacing in turn limits the fidelity and the speed of the two-qubit gates. A

technique to address atoms with high fidelity in sub-wavelength spatial scales would greatly

improve the performance of the two-qubit gates. In this work, we use the dark state of

electromagnetically induced transparency (EIT) [6–9] to address atoms in regions much

smaller than the diffraction limit. We use a standing wave coupling laser and demonstrate

efficient transfer between the ground levels of 87Rb in regions with widths as small as λ/13.

The transfer is fast (150 ns laser pulses) and the fidelity for the atomic system to be in the

dark state can be made higher than 94% at all spatial points along the standing wave. We

perform these experiments using ultracold 87Rb atoms trapped in a far-off-resonant dipole

trap at a temperature of ≈ 1 µK. Although other techniques have been investigated that

achieve sub-wavelength resolution, using the dark state provides key advantages for quantum

computing. The atoms are coherently transferred [9], keeping their phase relationship with

other qubits intact. The dark state can be prepared with little population transfer to a

radiative excited state, which reduces heating and decoherence from spontaneous emission.

Because the excitation is coherent, dark-state based localization can be achieved using short

and intense laser pulses, allowing fast quantum gates to be constructed.

There has been other important work related to addressing atoms with a resolution that

is not limited by diffraction. Biological imaging at the nanoscale is now a mature field with

a number of demonstrated techniques such as stimulated-emission depletion (STED) mi-

croscopy [10, 11]. Thomas and colleagues have experimentally demonstrated sub-wavelength

localization of atomic excitation using spatially varying energy shifts of the atomic levels

[12–15]. Localization using resonance fluorescence, spectroscopic measurements, and mea-

surement induced diffraction have also been discussed [16–27]. Recently, sub-wavelength
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addressing of individual sites in an optical lattice has been demonstrated using spatially

varying light shift and microwave transfer [28]. All of these techniques are related in the

sense that they utilize some type of nonlinear atomic response to the interacting light. As

we will discuss below, dark-state based localization utilizes the nonlinear dependence of the

state vector to the intensity of the coupling laser beam. Starting from the ground state of

the atomic system, the dark state can be prepared adiabatically by using a counter-intuitive

pulse sequence, i.e, the coupling laser is turned on before the probe laser. With the system

prepared adiabatically, the excited level population can be made very small resulting in

suppressed spontaneous emission and decoherence.

2. LOCALIZATION USING THE DARK STATE OF ELECTROMAGNETICALLY

INDUCED TRANSPARENCY

Localization of atomic excitation using the dark state was first proposed by Agarwal and

colleagues [29], and was later expanded by our group [30] as well as Lukin and coworkers

[31]. Detailed investigations of interaction time of the lasers and population redistribution

between hyperfine levels in dark-state-based localization have recently been carried out by

Elliott and colleagues [32]. The first experiment that observed dark-state-based localization

was performed in a vapor cell by Scully and colleagues [33]. About 4 years ago, we reported

a proof-of-principle experiment that demonstrated dark-state-based localization using ultra-

cold atoms trapped inside a magneto-optical trap (MOT) [34]. This experiment suffered

from a number of technical disadvantages such as the high atomic temperatures and large

spatial extent of the MOT. We recently extended this experiment to atoms trapped in a

dipole trap and observed excitation localization to regions 100 nm wide (about λ/8) [35].

Our current experiment is an extension of this recent work with the following improvements:

(i) We use a dipole trap laser at a wavelength of 1.064 µm (instead of 850 nm), which results

in considerably less heating of the atoms due to photon scattering from the trapping beam.

As a result, we can evaporatively cool the atoms to temperatures below 1 µK, which greatly

increases the resolution of our measurement protocol. (ii) We transfer the atoms using the

D1 line instead of the D2 line of 87Rb. This reduces the influence of other excited-state

hyperfine levels during the EIT process. (iii) Additionally, we explore EIT both on reso-

nance and slightly-off single photon resonance, as well as investigate the dark-state fidelity
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everywhere along the coupling-laser standing-wave. Incorporating these improvements and

extensions, we have been able to infer spatial features as small as 60 nm (λ/13) and also

demonstrate 70 nm-wide features with dark state fidelity exceeding 94%.
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FIG. 1. (Color online) (a) An EIT Λ scheme where the probe and coupling laser beams with Rabi

frequencies ΩP and ΩC interact with a three level atomic system. Starting from the ground state,

atoms can be adiabatically prepared into the dark state by turning on the coupling laser before the

probe laser beam. The quantity ∆ω is the single-photon detuning of both lasers from the excited

level. (b) An EIT based localization scheme where ΩP is constant and ΩC is a spatially varying

standing wave. Population is most efficiently transferred to state |2〉 near the nodes of the standing

wave with ΩC ≈ 0.

The simplified energy level diagram is shown in Fig. 1. Two laser pulses designated as

the coupling beam (with Rabi frequency ΩC) and the probe beam (ΩP ) interact with a

three level atomic system. The two lower states, states |1〉 and |2〉, are metastable with long

lifetimes, and they are coupled to each other through the radiative excited state |e〉. The

atoms are initialized into state |1〉 before applying a counter intuitive pulse sequence where

the coupling laser is turned on before the probe beam. For sufficiently intense laser beams

turning on sufficiently slowly, this ensures adiabatic preparation of the atomic system into

the dark state which is given by [9]:

|ψdark〉 =
Ω∗C√

|ΩP |2 + |ΩC |2
|1〉 − Ω∗P√

|ΩP |2 + |ΩC |2
|2〉 . (1)

A critical feature of the dark state is that there is no contribution from the excited
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state |e〉. From Eq. (1), the populations of states |1〉 and |2〉 are determined by the Rabi

frequencies, and therefore the intensities of the two lasers. The probability that an atom

is transferred into |2〉 by an EIT pulse sequence is | 〈2|ψdark〉 |2 = |ΩP |2/(|ΩC |2 + |ΩP |2),

and increases as the ratio |ΩC |2/|ΩP |2 decreases. The population of state |2〉 can then be

tightly localized if the coupling laser goes through an intensity minimum. As suggested by

Refs. [29] and [31], an easy approach to produce a spatially varying coupling laser is to use a

standing-wave. This set up is demonstrated in Fig. 1 where the atoms are transfered to state

|2〉 only near the nodes of the coupling standing wave and otherwise remain in state |1〉.

This plot is representative of the atomic population after a single EIT pulse and assumes a

spatially-invariant probe laser (i.e., constant ΩP ). As we will discuss below, to measure the

transfer profile to state |2〉, we will use a sequence of two EIT pulses and move the coupling

laser standing-wave to a new position for the second pulse.

EMCCD

MOT Beams

ΩC

ΩP

ΩBlow-AwayDipole Trap Laser
MOT Atoms

FIG. 2. (Color online) The top view of the vacuum chamber and simplified experimental schematic

of the laser beams. The probe and coupling laser beams propagate at a slight angle to the far-

off-resonant dipole-trap (FORT) laser. The coupling standing wave is produced using a counter-

propagating beam pair. An electron-multiplying CCD camera (EMCCD) images the remaining

atoms left in the FORT after an EIT experiment. The laser Ωblow−away is used for the measurement

protocol, and heats and removes any atoms that are in the F = 2 level after the experimental pulse

sequence.
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3. EXPERIMENTAL PROCEDURE

The simplified experimental set-up is shown in Fig. 2. The experiment is performed in

a 14-port stainless-steel ultra-high vacuum chamber at a pressure of about 5 × 10−9 torr.

The MOT is generated from three retro-reflected beams each having 50 mW of power with

a beam diameter of 3 cm. All three beams originate from a semiconductor tapered amplifier

which is seeded by a custom-built external-cavity diode laser (ECDL). The ECDL is locked

to the D1 line of 87Rb near a wavelength of 795 nm using saturated absorption locking. The

far-off resonance trap (FORT) for the atoms is formed using a 1064 nm diode-pumped solid-

state (DPSS) laser that produces up to 20 Watts of power. The FORT beam is focused

to a 1/e2 beam radius of 25 µm and is overlapped with the MOT. The initial depth of

the FORT potential is about 0.5 mK. Once the atoms are trapped in the FORT, they are

evaporatively cooled down to a temperature below 1 µK by reducing the FORT potential

depth to ≈ 10 µK. Evaporative cooling is performed over about 200 ms. At the end of

evaporative cooling, the number of atoms trapped in the FORT is a few thousand.

The coupling and probe lasers are both generated from the same master ECDL. Semi-

conductor tapered amplifiers and high-frequency acousto-optic modulators are then used to

produce the required frequency spacing of 6.834 GHz and sufficient optical power in each

beam. Further details regarding our laser system can be found in our previous publica-

tions [34–36]. As shown in Fig. 3, the two lasers form an EIT Λ scheme by coupling the

F = 1 → F ′ = 2 and F = 2 → F ′ = 2 transitions in the D1 line of 87Rb. The decay

rate of the excited 5P1/2 level is Γ = 2π × 5.75 MHz. The polarization of the two beams

are linear but orthogonal to one another, which allows atoms to transfer between identical

ground state m levels via an m′ = m ± 1 excited state (with the quantization axis chosen

along the propagation direction of the probe laser beam). The atoms are initialized in the

F = 1 level and then transferred to F = 2 through three parallel m-level channels.

4. OFF-RESONANCE EXPERIMENTAL RESULTS

4.1 EIT with a Single Coupling Laser Beam

In our experiments, we first investigated EIT using a single coupling laser (i.e., there is no

standing-wave). Specifically, we explored the population transfer due to EIT as the power
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FIG. 3. (Color online) The relevant energy level structure of 87Rb. The probe and coupling lasers

form an EIT Λ scheme by coupling the F = 1 → F ′ = 2 and F = 2 → F ′ = 2 transitions in the

D1 line. The atoms are first initialized to F = 1 level and are transferred to F = 2 through three

parallel m-level channels.

of the coupling beam is varied. These investigations are indicative of the expected spatial

profiles when the standing wave is present. In this section, we will discuss in detail our off-

resonant EIT experiments, performed ∆ω = 5.2Γ = 30 MHz away from the single-photon

resonance. Consistent with our numerical simulations which we will discuss below, we have

found this configuration to produce fairly complex excitation profiles with feature sizes as

small as 60 nm. The experiments are performed using coupling and probe beams with pulse

widths of 150 ns and 100 ns, respectively. To prepare the atomic system adiabatically, the

coupling laser is turned on before the probe, and both lasers are turned off simultaneously.

The beams have a collimated 1/e2 beam radii of 0.8 mm (coupling) and 1.3 mm (probe),

large compared to the size of the atomic cloud. The frequencies of both of the laser beams

are positioned 30 MHz away from single photon resonance (F ′ = 2 level in 5P1/2 ) to reduce

probe optical pumping. As a result, only when both probe and coupling lasers are turned on,

the atoms are efficiently transferred from F = 1 to F = 2. This, in turn, gives us confidence

that the population transfer is coherent. The optical power of the probe laser beam is set

to a constant value of 3.5 mW. The calculated probe laser Rabi frequencies for the three

channels are ΩP = 1.95Γ (mF = −1 → mF ′ = 0), ΩP = 3.33Γ (mF = 0 → mF ′ = 1),

and ΩP = 4.71Γ (mF = 1 → mF ′ = 2), respectively. We first experimentally determined
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what percentage of atoms transfer to F = 2 after a single EIT pulse using only one coupling

beam. After the EIT pulse, the blow-away beam (Ωblow−away) with a saturation parameter

of s = 22 heats the F = 2 atoms leaving only F = 1 atoms in the FORT. The experimental

arrangement of the lasers is pictured in Fig. 2.

In Fig. 4, we measure the percentage of atoms in the F = 1 level as we vary the coupling

laser beam power from 0 to 40 mW. For a coupling laser power of 40 mW, the calculated

coupling Rabi frequencies for the three channels are ΩC = 18.2Γ (mF = −1 → mF ′ = 0),

ΩC = 18.2Γ (mF = 0 → mF ′ = 1), and ΩC = 14.9Γ (mF = 1 → mF ′ = 2), respectively. At

low coupling intensities, the EIT pulse is so short that the system does not have sufficient

time to reach the dark state, resulting in low atomic transfer to the F = 2 level. Because of

the pulsed nature of excitation, we cannot assume that the populations will exactly follow

the analytical solution of Eq. (1). We simulate the experimental data by numerically solving

the density matrix equations for each parallel m-level EIT channel (Fig. 3). We then aver-

age over the three possible channels assuming that the atoms are initially evenly distributed

across the three m-levels. The solid black line in Fig. 4 shows the result of the numerical sim-

ulation as the coupling laser power is varied without any adjustable parameters, i.e., all the

beam parameters are experimentally measured and we use the well-known transition matrix

elements from literature [37]. Comparing the two plots shows good qualitative agreement

but a substantial quantitative difference between the simulations and the experimental data.

In particular, the simulations predict that the population in the F = 1 level should be at a

minimum (i.e., the transfer to the F = 2 level should be at a maximum) at a substantially

lower coupling laser optical power. One explanation could be a spatial misalignment of the

coupling laser beam from the FORT atoms. For comparison, the solid green line shows the

population of F = 1 level using the ideal dark state equation of Eq. (1). Both the experi-

mental data and the numerical simulations show oscillations as the coupling laser power is

increased. These oscillations are due to non-adiabatic corrections to the evolution of the

atomic system.

Since it is clear that there are significant corrections to the dark state for the experimental

conditions of Fig. 4, it is important to evaluate the fidelity of dark state preparation. For

this purpose we calculate Tr
(√√

σρ
√
σ
)

(Tr stands for the matrix trace operation) where

σ is the density matrix of the dark state from Eq. (1) and ρ is the density matrix that we

calculate from our simulations [1]. The dotted line in Fig. 4 shows the fidelity of dark state
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preparation as the coupling laser power is increased. The dark state preparation fidelity

increases with increasing coupling beam power. This is expected since the separation of the

eigenvalues of the Hamiltonian scales with the coupling laser Rabi frequency.
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FIG. 4. (Color online) The population remaining in the F = 1 level after a single EIT pulse as

the coupling laser power is varied. This experiment is performed using a single coupling laser,

i.e., there is no standing-wave. The solid black line is the result of numerical simulations of the

density matrix without any adjustable parameters, i.e., all the beam parameters that are used are

experimentally measured. The solid green line shows the F = 1 level population using the ideal

dark state solution of Eq. (1). Both the experimental data and the numerical simulations show

oscillations due to non-adiabatic corrections to the dark state. The dotted line is the fidelity of

dark state preparation, which is a measure of the distance between the density matrix calculated in

the simulations and the ideal dark-state density matrix. For a coupling laser power of 40 mW, the

calculated coupling Rabi frequencies for the three channels are ΩC = 18.2Γ (mF = −1→ mF ′ = 0),

ΩC = 18.2Γ (mF = 0→ mF ′ = 1), and ΩC = 14.9Γ (mF = 1→ mF ′ = 2), respectively.

4.2 Auto-Correlation Measurement Protocol

In this section, we discuss the localization experiments in detail. As mentioned before,

we use an auto-correlation-like technique to determine the spatial profiles of the atomic
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populations. The exact protocol is described in depth in Ref. [35] and will be summarized

here. We use two EIT transfer sequences separated by time τ . Two counter propagating

lasers produce the coupling beam standing wave and the frequencies of these two beams

are set to be slightly different by an amount δf . The coupling beam intensity varies as

IC(x) ∼ |ΩC |2 sin2(2πx/λ) where x is the position along the FORT and λ = 795 nm. The

first EIT pulse transfers atoms to the F = 2 level depending on the coupling laser intensity

at that specific position. After the first EIT pulse, the blow-away laser is turned on and

interacts with only the F = 2 atoms through the F = 2→ F ′ = 3 cycling transition of the

D2 line. This laser heats the atoms that are in the F = 2 by photon recoil ejecting them

from the trap. The blow-away laser is only on between the two EIT pulses. During this time

the standing wave is shifted by an amount δx = δfτ(λ/2) because of the small frequency

difference between the two beams. At this point the second EIT pulse is applied to the

atoms. The number of atoms the second EIT pulse transfers to F = 2 level depends on the

new position of the standing wave compared to its original position (i.e., its position during

the first EIT pulse). After the second EIT pulse, the blow-away beam is turned on again,

heating up any atoms that the second EIT pulse has transferred to F = 2. The total number

of atoms that remain in the F = 1 level are then measured with the EMCCD through a

laser induced fluorescence measurement using the cycling transition. The whole procedure is

repeated for many different values of δf and as a result, a correlation between the excitation

profiles generated by the two EIT pulses is recorded. This correlation measurement enables

us to infer the spatial profile of the excitation that results from a single EIT pulse. For this

technique to work the atoms must be cold enough so that the initial imprinted profile does

not spread too much between the two EIT pulses.

Figure 5 shows the timing diagram of such a correlation measurement. The procedure

begins with loading the MOT for 350 ms. The 1064 nm FORT laser beam is turned on

for 50 ms while the MOT beams are simultaneously detuned and attenuated, cooling the

atoms further through polarization gradient cooling. During this time the MOT repumper

beam is also attenuated to maximize loading into the FORT. The atoms that are trapped

in the FORT are then evaporatively cooled by reducing the trap depth to ≈ 10 µK over a

period of 200 ms. The temperature of the atoms at the end of evaporative cooling is below

1 µK. With the atoms evaporatively cooled, the two counter propagating coupling beams

are turned on with pulse widths of 150 ns. The probe beam is then turned on for the last 100
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ON

OFF
150ns

Coupling (ΩC)

Probe (ΩP)
τ

blow-away 1.5 μs

EMCCD + fluorescence 30 ms

1.5 μs

FIG. 5. (Color online) Timing of the auto correlation experiment protocol. After evaporatively

cooling the FORT atoms for 200 ms, the first EIT pulse sequence is turned on, transferring some

atoms to the F = 2 level. The blow-away beam heats the atoms that have been transferred,

ejecting them from the trap. The procedure is repeated with the second EIT pulse, after which the

remaining (F = 1) atoms in the trap are imaged with a laser induced fluorescence measurement.

ns to overlap with the coupling lasers. After the EIT pulse, the blow-away beam is turned

on for a duration of 1.5 µs to heat the atoms that have been transferred to the F = 2 level.

The EIT pulse followed by the blow-away beam cycle is repeated again with the standing

wave moved to a different position as described above.

4.3 Correlation Experimental Results

Figures 6(a) and 6(b) show experimental correlation traces as the frequency difference

between the two beams δf (and therefore the movement distance of the standing wave δx)

is scanned. Here coupling laser power in the standing wave ranges from 0 to 10 mW and

0 to 20 mW, respectively. This data is recorded over a scanning distance of approximately

two periods of the standing-wave. The pattern begins to repeat itself, as expected, when

the scanning distance δx is a multiple of λ/2 = 397.5 nm. At δx=0 the standing wave has

not moved between the two EIT pulses and relatively few atoms should be transferred to

the F = 2 level during the second EIT pulse. As a result a maximum in the total number

of remaining atoms is expected when δx = 0, which is observed in both of the experimental

plots. The correlation traces show features with full-width-half-maximum (FWHM) sizes as

small as 70±3 nm.

Motivated by the results shown in Fig. 4, we believe our experiment suffers from an

unexplained transverse misalignment of the center of the coupling laser standing wave from
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FIG. 6. (Color online) The number of atoms that remain in the trap as a function of scanning

distance of the standing wave δx. The coupling laser power in the standing wave ranges from (a)

0 to 10 mW, and (b) 0 to 20 mW, respectively. As expected, the correlation traces are periodic

with a period of half the wavelength, λ/2 = 397.5 nm, and their maxima are lined up with δx = 0.

(c) and (d) show the numerical simulations of the density matrix with a single adjustable fitting

parameter, which is the power of the coupling standing wave. These simulated correlation traces

were generated using the single EIT sequence transfer profiles that are displayed in Fig. 7. See

text for more details.

the atomic cloud. To compensate for this, we simulate the experimental correlation traces by

keeping the maximum power of the coupling laser standing wave as an adjustable parameter;

there are no other fit parameters in these simulations. These simulation results are displayed

in Figs. 6(c) and 6(d). We find that the two experimental traces are best captured when

we assume a coupling laser power ranging from 0 to 3 mW [Figs. 6(c)] and 0 to 7.5 mW

[Figs. 6(d)], respectively. With these assumed power ranges, there is good agreement between

the experimental results and the numerical simulations. In particular, the shapes of the

experimental traces are well reproduced in the simulations. Interestingly, the observed

contrast of the experimental traces is slightly larger than what is predicted in the simulations.
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FIG. 7. (Color online) The density matrix simulation of the inferred population transfer to the

F = 2 level as a function of the position in the standing-wave for a coupling power range of (a) 0

to 3 mW and (b) 0 to 7.5 mW. “0” in the horizontal axis coincides with the intensity minimum

of the standing-wave and the results are displayed over one period. These simulations produce the

correlation traces that agree well with the experimental results as shown in Fig. 6. In (b), the

middle feature has a width of 60 nm or λ/13.3, a factor of 6.6 better than the diffraction limit.

The top plots show the calculated fidelity of the system to be in the dark state. At the nodes, the

fidelity drops to a low value of 33% since the coupling intensity vanishes at these points.

We next discuss how we produce the simulated correlation traces that are displayed in

Fig. 6. For the assumed power range of the coupling laser, we numerically solve the density

matrix equations for the EIT pulse sequence at each point along the standing-wave spatial

profile, generating the population transferred to the F = 2 level as a function of position.

These transfer curves are displayed in Fig. 7. This spatial transfer pattern is convoluted with

a copy of itself at different spatial offsets of the standing wave. During the time between

the two EIT pulse sequences, the initial imprinted profile on the atoms spread out due to

finite atomic temperature. We incorporate this spread by assuming a Gaussian Maxwell-

Boltzmann velocity distribution of the atoms with the known temperature.
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Since there is good agreement between the experimental results and the simulations of

Fig. 6, we infer that the transfer profiles in Fig. 7 are a good reflection of what is achieved

experimentally. For the 0 to 3 mW power range, the middle feature of Fig. 7(a) has a

width of 97 nm or λ/8, which a factor of 4 better than the diffraction limit. The 0 to

7.5 mW range transfer profile [Fig. 7(b)] has a width of 60 nm or λ/13.3, a factor of 6.6

better than the diffraction limit. The top plots in Fig. 7 show the calculated fidelity of the

system to be in the dark state, Tr
(√√

σρ
√
σ
)

, using the same simulations of the density

matrix. The fidelity drops to a low value of 33% near the nodes of the standing wave

(“0” in the horizontal axis of the plots of Fig. 7) since coupling laser intensity vanishes at

these points. The transfer profiles of Fig. 7 would be detrimental for quantum computing

experiments since near the nodes there is substantial population in the excited level and

therefore significant spontaneous emission and decoherence. As we will discuss below, the

fidelity can be increased substantially by (i) operating near the single photon resonance,

and (ii) by offseting the standing wave such that near the minima of the standing wave the

coupling laser power drops to low values but does not vanish. The offset in the standing wave

can be accomplished using a slight mismatch in the beam powers of the counter-propagating

coupling lasers that form the standing wave.

5. ON-RESONANCE EXPERIMENTAL RESULTS

We next discuss our experiments when both the probe and coupling lasers of EIT are

on single-photon resonance with the excited F ′ = 2 level. Being on resonance increases the

interaction strength of the EIT lasers with the atomic system and reduces the non-adiabatic

corrections to the dark state. In this experiment the probe size was decreased to a 1/e2

radius of 0.8 mm and its power was increased to 4 mW to raise its intensity. Increasing

the probe laser intensity decreases the time required for the system to evolve into the dark

state. The pulse widths for both the coupling and probe beams were kept the same, but

the rise times of the pulses were increased by a factor of two (from about 20 ns to 40 ns).

We found that increasing the rise times of the EIT beams in the simulations reduced non-

adiabatic corrections to the dark state significantly. In these on-resonance experiments, to

avoid complications from having three parallel m-level channels, we pump the atoms into

the |F = 1,m = 0〉 state using an optical pumping beam. For this purpose, we apply a DC

14



magnetic field of magnitude 3 G along the propagation direction of the EIT laser beams. The

magnetic field defines the quantization axis and lifts the degeneracy of the m-levels through

the Zeeman shift. We then apply an additional laser which is linearly polarized along the

direction of the magnetic field. This laser pumps the atoms from the |F = 1,m = ±1〉 states

into the |F = 1,m = 0〉 state via the F ′ = 2 excited level. The propagation direction of the

optical pumping laser is roughly perpendicular to the FORT laser beam direction.
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FIG. 8. (Color online) The population remaining in the F = 1 level after a single EIT pulse as

the coupling laser power is varied. This experiment is performed using a single coupling beam and

with the EIT lasers tuned to be resonant with the excited F ′ = 2 level. The solid black line is the

result of numerical simulations of the density matrix without any adjustable parameters. The solid

green line shows the F = 1 level population using the ideal dark state solution of Eq. (1). The

dotted line is the fidelity of dark state preparation, which quickly approaches unity for coupling

laser power values above 2 mW. This experiment is performed with the atoms initially optically

pumped into the |F = 1,m = 0〉 state, i.e, there is a single EIT channel. The calculated probe

laser Rabi frequency is ΩP = 5.78Γ. For a coupling laser power of 40 mW, the calculated coupling

Rabi frequency is ΩC = 18.2Γ.

Figure 8 shows the population remaining in the |F = 1,m = 0〉 state using a single
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coupling laser as the coupling power is increased. For comparison, the black line shows

the results of the numerical simulations of the density matrix and the green line is calcu-

lated using the ideal dark state solution of Eq. (1). The simulations of the density matrix

are performed without any adjustable parameters. In contrast to the off-resonance results

of Fig. 4, there is good agreement among experimental data, numerical simulations, and

analytical solution. This is perhaps an indication of the robustness of the adiabatic prepa-

ration with respect to perturbations in experimental parameters. The dotted line in Fig. 8

is the calculated fidelity of the atomic system to be in the dark state. The fidelity quickly

approaches unity for coupling laser power values above 2 mW.
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FIG. 9. (Color online) Experimental correlation traces for four different power ranges of the

coupling laser standing wave: (a) 1 mW to 10 mW, (b) 1 mW to 20 mW, (c) 1 mW to 40 mW,

and (d) 1 mW to 80 mW. The solid black lines are the results of simulations of the density matrix

without any adjustable parameters. The calculated ranges for the coupling laser Rabi frequency

are (a) 2.89Γ to 9.11Γ, (b) 2.89Γ to 12.9Γ, (c) 2.89Γ to 18.2Γ, and (d) 2.89Γ to 25.8Γ, respectively.

The width of the trace in (d) is 135±5 nm.

We next discuss our correlation experiments with this set of experimental parameters
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(EIT beams tuned to single-photon resonance and atoms optically pumped to |F = 1,m = 0〉

state at the start of the experiment). For these experiments, we set the counter-propagating

beam powers such that the optical power of the coupling laser at the intensity minimum of

the standing wave is 1 mW. This assures good overlap of the atomic system with the dark

state at all points along the standing wave. Figure 9 shows the experimentally measured

correlation traces for four different ranges of the standing wave: (a) 1 mW to 10 mW, (b) 1

mW to 20 mW, (c) 1 mW to 40 mW, and (d) 1 mW to 80 mW. The calculated ranges for the

coupling laser Rabi frequency are (a) 2.89Γ to 9.11Γ, (b) 2.89Γ to 12.9Γ, (c) 2.89Γ to 18.2Γ,

and (d) 2.89Γ to 25.8Γ, respectively. The solid black lines are the numerical simulations

of the density matrix, again without any adjustable parameters. Unlike the off-resonance

data in Fig. 6, the simulations in Fig. 9 show very good agreement with the contrast of the

experimental data. The correlation traces do not have as much structure as the off-resonance

results of Fig. 6 because of the good overlap with the dark-state (i.e., the smooth nature of

the transfer curve in Fig. 8). In fact, the fidelity never gets below 94% anywhere along the

standing wave.

Figure 10 shows the inferred population transfer along the standing wave after a single

EIT pulse for the four experimental conditions of Fig. 9. These population transfer results

are used to generate the simulations of the correlation traces as shown in Fig. 9. In Fig. 10,

we also plot the simulated fidelity along one period of the standing wave. As the intensity

of the standing wave increases the atoms are transferred to F = 2 in ever smaller regions.

For coupling power range of 1 to 80 mW, Fig. 10(d) shows that the transfer is localized to

a region with a width of 70 nm, which is a factor of 11.3 times smaller than the wavelength

of the coupling and probe lasers.

7. HEISENBERG UNCERTAINITY LIMIT OF THE MEASUREMENT PROTO-

COL

In this section, we discuss a fundamental limitation of the smallest feature size that can

be measured using our correlation protocol. In our measurements we apply two EIT pulse

sequences separated by a certain time delay (1.5 µs for the experiments that we presented

in this paper), and it is critical that the atoms do not move substantially during this time.

Even at very low atomic temperatures, there will be a momentum spread induced in the
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FIG. 10. (Color online) The inferred population transfer to the F = 2 level as a function of the

position in the standing-wave for coupling power ranges same as those displayed in Fig. 9. “0” in

the horizontal axis coincides with the intensity minimum of the standing-wave and the results are

displayed over one period. These simulated features produce the correlation traces that match the

experimental results as shown in Fig. 9. In (d) [coupling laser power range of 1 to 80 mW], the

transfer is localized to a region with a width of 70 nm, which is a factor of 11.3 times smaller than

the wavelength of the coupling and probe beams. The top plots show the calculated fidelity of the

system to be in the dark state. The fidelity is above 94% at all points along the standing wave.

atoms due to measurement-induced localization of the atomic wavefunction. After the first

EIT pulse sequence, but before the blow-away beam is turned on, the probability of finding

an atom is uniform across the standing wave (i.e., there is no spatial structure of the position

of the atom). The blow-away beam projects the wavefunction of the atoms that remain in

the trap to the F = 1 level, and imprints the spatial structure with tightly localized features.

Because of Heisenberg’s uncertainity principle, this spatial localization inevitably entails a

spread in the momentum distribution of the atoms. This momentum (velocity) distribution
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would cause a spread of the transfer profile between the two EIT pulse sequences, blurring

the correlation features. Following the work of Agarwal and colleagues [29], we model the

momentum distribution of the atoms over one period of the standing wave using

P1(p) = |〈p, F = 1|Ψdark〉|2 =
∣∣∣∣∫ π

−π

√
ρ11(x)eipxdx

∣∣∣∣2 . (2)

Here p denotes the atomic momentum and the quantity ρ11(x) is the probability of finding

the atom in the F = 1 level as a function of position after the first EIT-pulse. For a given set

of EIT parameters, we can use the transfer profiles from our simulations and then calculate

the momentum distribution of the atoms between the two EIT pulses using Eq. (2). The

smallest time between the two EIT pulses is limited to 1.5 µs, since this is the time required

to heat the atoms that have been transferred to F = 2 level from the trap. Using this

procedure, we calculate that the Heisenberg limit sets the smallest feature size that can be

measured to be 20 nm. This shows that the experiments we have presented in this paper

are not limited by this effect. However, for future experiments, demonstrating feature sizes

smaller than 20 nm would require a measurement protocol that is substantially different

from our correlation experiments.

CONCLUSIONS

In conclusion, we have reported a detailed investigation of localization of excitation using

the dark state of EIT. We experimentally transferred atoms between hyperfine levels of

ultracold 87Rb atoms within a spatial width of 70 nm, which is a factor of 11.3 times

smaller than the wavelength of the lasers used to perform the transfer. This was achieved

using 150-ns-long EIT pulses and with an inferred dark-state preparation fidelity exceeding

94% throughout the standing-wave. We have also inferred feature sizes as small as 60 nm,

but for those parameters the fidelity of dark state preparation was poor. As we discussed

above, the dark-state based approach has unique advantages that may be especially useful for

quantum computing experiments in which nanoscale-level addressing with little decoherence

is required. An exciting future direction is to implement subwavelength spatial resolution

single-qubit and two-qubit gates. As discussed in detail in Ref. [31], the dark-state based

localization can be combined with additional coherent excitations to perform gates with

nanometer spatial resolution.
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