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We report an experiment in which an atomic excitation is localized to a spatial width that is a factor
of 8 smaller than the wavelength of the incident light. The experiment utilizes the sensitivity of the dark
state of electromagnetically induced transparency (EIT) to the intensity of the coupling laser beam. A
standing-wave coupling laser with a sinusoidally varying intensity yields tightly confined Raman
excitations during the EIT process. The excitations, located near the nodes of the intensity profile,
have a width of 100 nm. The experiment is performed using ultracold 3’Rb atoms trapped in an optical
dipole trap, and atomic localization is achieved with EIT pulses that are approximately 100 ns long. To
probe subwavelength atom localization, we have developed a technique that can measure the width of the

atomic excitations with nanometer spatial resolution.
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L. INTRODUCTION

It is well known that traditional optical techniques can-
not resolve or write features smaller than half the wave-
length of light. This barrier, known as the diffraction limit,
has important implications for a wide variety of research
areas that utilize optical tools. For example, several archi-
tectures for quantum computing, such as those using
trapped ions or trapped neutral atoms, use focused laser
beams to initialize and manipulate qubits [1-5]. The dif-
fraction limit prohibits high-fidelity manipulation of indi-
vidual qubits separated by less than half the wavelength of
the excitation light. As a result, the distance between qubits
must be larger than the wavelength, but this limits the two-
qubit interaction (for example, a Rydberg dipole-dipole
interaction for neutral atoms). The necessary qubit spacing,
in turn, limits the fidelity and also puts an upper bound on
the speed of two-qubit gates. A fast and reliable technique
to address and manipulate qubits with nanometer resolu-
tion will have significant implications for quantum com-
puting. In this work, we report an important step towards
this goal. We use the dark state of electromagnetically
induced transparency (EIT) [6-9] and demonstrate the
localization of hyperfine excitation to a spatial width of
100 nm, which is a factor of 8 smaller than the wavelength
of the EIT beams. We achieve this localization using
100-ns-long EIT pulses, i.e., with a gate speed capability
of about 10 MHz.

Before proceeding further, we note that there are other
proposed techniques that achieve spatial localization of
atomic excitation beyond the diffraction limit. The use of
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the dark state for nanoscale-level qubit-addressing has the
following key advantages: (i) For laser pulses varying
slowly compared to their instantaneous Rabi frequency,
the dark-state technique results in negligible population
in the excited electronic state. As a result, nanoscale
resolution can be achieved without suffering from the
detrimental effects of spontaneous emission. (ii) The dark
state can be prepared adiabatically, and thus the scheme
is insensitive to many experimental fluctuations such
as driving laser-pulse intensity and timing variations.
(iii) Since the scheme is coherent, with sufficiently intense
laser beams, qubit manipulation can be achieved at fast
(nanosecond) time scales with high fidelity. Because of
these advantages, the dark-state approach is particularly
well suited for quantum-computing applications, where
fast and high-fidelity coherent manipulations with little
decoherence are required.

A. Electromagnetically induced transparency
and the dark state

EIT is a technique that uses quantum interference to
eliminate the absorption of a resonant laser rendering a
medium transparent [6-9]. As shown in Fig. 1(a), we
consider a three-level A system interacting with two laser
beams, the probe and coupling lasers, with Rabi frequen-
cies Qp and ., respectively. Without the coupling laser,
the probe beam, which is resonant with the |1) — |e)
transition, will be absorbed by the medium. With the
coupling laser, however, a transmission window whose
width is determined by the intensity of the coupling
beam is established in the medium. EIT occurs because,
in the presence of the two laser beams, the atoms are driven
to a dark state with negligible population of the excited
level |e). As a result, the atoms become completely de-
coupled from the two lasers, and the medium becomes
transparent to both laser beams.
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FIG. 1. (a) Three-level A scheme for driving the atoms to a
dark state and observing EIT. With atoms starting in the ground
state |1), the dark state can be prepared using a counterintuitive
pulse sequence; i.e., - should be turned on before p.
(b) Spatial localization of excitation using the dark state.
Because of the sinusoidal intensity profile of the coupling laser
(standing wave), the population transfer to state |2) is localized
to regions near the intensity nodes. The width of the localized
regions is controlled by the ratio of the intensities of the probe
and coupling laser beams.

The most straightforward approach for preparing the
atoms into the dark state starting from the ground state
|1) is to use a counterintuitive pulse sequence; i.e., the
coupling laser should be turned on before the probe laser
beam. In the ideal limit, the dark state does not have any
component in state |e), and it is given by
| = . 1) — i 2.

Ve = R Ve
In addition to its prominent role in EIT, the dark state of
Eq. (1) is central to a number of effects such as coherent
population trapping (CPT) and stimulated Raman adia-
batic passage (STIRAP) [10]. Over the last decade, there
have been a number of exciting advances that utilize EIT
and these related techniques. Of particular importance, it is
now understood that, using these techniques, one can
obtain slow light [11-16] and stopped light [17-22], and
also construct optical nonlinearities that are large enough
to be effective at the single-photon level [23-28].

B. Atomic localization using the dark state

Recently, it has been suggested that the dark state can
also be utilized to localize an atomic excitation to nano-
meter spatial scales. This approach was first proposed by
Agarwal and colleagues [29] and was later expanded by us
[30] and the Lukin group [31]. The first evidence of dark-
state-based localization was experimentally demonstrated
in a vapor cell by Scully and colleagues [32]. We have
recently reported a proof-of-principle experiment, where
we observed such localization over large (sub-mm) spatial
scales using ultracold ®’Rb atoms trapped in a magneto-
optical trap (MOT) [33]. In this approach, the key idea is to
use the spatial sensitivity of the dark state to the intensity of
the coupling laser beam. From Eq. (1), the population of
state [2) i 12 ¢ gai)1* = [Qp[?/(1Qp]* + [Qc]?), which
gets larger as the ratio |Q/Qp| decreases. This suggests

that in a region where the coupling laser goes through an
intensity minimum, the population of state |2) can be very
tightly localized. As discussed in Refs. [29,31], a simple
approach to implementing this would be to use a coupling
laser beam with a standing-wave spatial profile. For
example, Fig. 1(b) shows the standing-wave field profile
for a coupling laser that is resonant with the D, line
transition in Rb at a wavelength of 780 nm. If the peak
intensity of the coupling laser is much larger than the probe
intensity, then only in localized regions of the coupling-
beam standing wave is [Q/Q p| small. Therefore, only in
these regions, which can be localized to spatial scales
much smaller than the wavelength of light, is there signifi-
cant excitation to state |2). It can be shown that, for
a spatially uniform probe laser, the full width at half
maximum of the excitation will be FWHM_,, itation =
MQp/ Q¢ max), where Q¢ ., is the peak Rabi frequency
of the coupling laser. Note that this expression can also be
written in terms of the intensities of the respective beams,

FWHM,, itation = ’\111 p/Icmax  (assuming comparable

dipole-matrix elements for the two transitions). As dis-
cussed in detail in Ref. [31], the localized population of
level |2) can then be used to perform single-qubit or two-
qubit gates with nanoscale spatial resolution. The standing-
wave intensity profile of Fig. 1(b) produces a periodic
pattern of tightly localized regions. If a single localized
spot is required, it can be obtained using a focused cou-
pling laser beam with an intensity node at the center [30].

Before continuing, we note that a number of other
approaches with similar goals of addressing atoms with
subwavelength resolution have been proposed. In their
pioneering work, Thomas and colleagues have suggested
and experimentally demonstrated subwavelength position
localization of atoms using spatially varying energy shifts
[34-37]. Zubairy and co-workers have discussed atom
localization using resonance fluorescence and phase and
amplitude control of the absorption spectrum [38-43].
Knight and colleagues explored localization via quantum
interference at the probability amplitude of the excited
electronic state [44]. Various other schemes such as
measurement-induced diffraction have also been discussed
[45-49], and similar tools have been proposed for nano-
lithography using atomic beams [50]. There has also been
remarkable progress in utilizing position-dependent stimu-
lated emission to achieve nanoscale imaging resolution
[51,52]. This last approach, also known as stimulated-
emission depletion (STED) microscopy, is now a widely
used technique in biological imaging. Although these are
exciting developments, as explained above, the speed
(nanosecond time scales) and suppression of spontaneous
emission make the dark-state technique particularly attrac-
tive for quantum computing applications. Viscor et al. have
recently investigated single-site addressing of individual
atoms in a lattice with subwavelength resolution using the
dark state of STIRAP [53]. Subwavelength optical lattices
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using the dark state have been discussed by Evers and
colleagues [54]. Kiffner et al. have discussed enhancement
in lithographic resolution using the generalized dark state
of multiple cascaded A schemes [55].

II. EXPERIMENTS

A. Experimental schematic and EIT in a dipole trap

We perform our experiments inside a 14-port stainless-
steel ultrahigh vacuum chamber that is kept at a base
pressure of 5 X 107° torr. A top view of our chamber is
shown in Fig. 2(a). We start the experiment by cooling and
loading the atoms into a MOT. To construct the 3’Rb MOT,
we use three counterpropagating beam pairs that are locked
to the cycling transition in the D, line, each with a beam
power of about 50 mW and a beam size of 3 cm. A
photograph of the MOT taken with an electron-multiplying
CCD camera (EMCCD) is shown in Fig. 2(b). We typically
trap about 1 X 10° 8’Rb atoms at a temperature of 150 uK.
To form the dipole trap, we focus a far-off resonant 850-nm
laser beam to a spot size of 10 um, overlapping it with the
MOT cloud. The dipole-trapping beam comes from a
diode-laser tapered amplifier system that produces an op-
tical power up to 1 W. Figure 2(c) shows a fluorescence
image of the atoms trapped in the dipole trap. As we will
discuss below, for the localization experiment protocol, it
is important to have as low of an atomic temperature as
possible. For this purpose, after the atoms are captured in
the dipole trap, we adiabatically lower the trap depth to
50 wK over a duration of 50 ms. As a result, the atoms are

(a)
Vacuum
@ chamber
- i ) ) ~
Qp

Dipole-trap laser Ej

evaporatively cooled to a temperature of 5.5 uK. We
measure the atomic temperature by releasing the atoms
from the dipole trap and recording the expansion of the
atomic cloud.

The EIT beams are derived from a master external-
cavity diode laser followed by high-frequency acousto-
optic modulators and semiconductor tapered amplifiers.
Further details of our laser system can be found in our
previous publications [56,57]. As shown in Fig. 3(a), we
set up an EIT A scheme in 8’Rb using F = 1— F/ =2
and F = 2 — F’ = 2 transitions in the D, line at a wave-
length of 780 nm, and we address these transitions with
the probe and the coupling laser beams, respectively. The
atoms are initially pumped to the F = 1 level, and the
experiment works in three parallel my channels. As shown
in Fig. 2(a), we form the coupling-laser standing wave by
using a counterpropagating beam pair whose axis is at a
slight angle to the propagation direction of the dipole-
trapping beam. The probe laser propagates at a slight angle
to both the dipole-trap and the coupling laser beams.
Figure 3(b) shows the transmission as a function of fre-
quency for a weak (optical power of about 1 pW) focused
probe laser through the atoms in the dipole trap. The solid
line is a fit to the data using the well-known EIT line shape.
A transmission window is established in the cloud with a
frequency width of 0.5 MHz, which is much smaller than
the natural linewidth of the excited level (I' = 6 MHz).
These data are taken using only one of the coupling laser
beams (i.e., there is not a standing-wave pattern) and with
200-us-long EIT pulses.

(b) Photograph of our MOT
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’ &
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FIG. 2.

Atoms in the dipole trap

1 mm

(a) The top view of our ultrahigh vacuum chamber. The probe and the coupling laser beams propagate at a slight angle to the

dipole-trapping beam direction. The coupling laser standing wave is formed using a counterpropagating beam pair. The blow-away
beam, Qpjow-away, Temoves from the trap the atoms that have been transferred to the F' = 2 level. This beam is required for the
localization measurement protocol as described in the text. (b) A photograph of the atoms trapped in the MOT. (c) The fluorescence

image of the atoms trapped in the dipole trap.
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(a) Energy-level schematic. We set up an EIT A scheme in *’Rb using F = 1 — F/ = 2 and F = 2 — F’ = 2 transitions in

the D, line, and we address these transitions with the probe and coupling laser beams, respectively. We start the experiment by
pumping atoms to the F' = 1 level, and the experiment works in three parallel my channels. (b) The transmission of a weak focused
probe laser through the atoms in the dipole trap as a function of frequency. We observe good EIT, with a transparency width of

0.5 MHz.

B. Coherent transfer with = 100-ns-long EIT pulses

We perform the localization experiments with probe and
coupling laser beams of duration 50 ns and 100 ns, respec-
tively. For these experiments, the EIT beams are collimated
in the chamber with a Gaussian 1/e” intensity radii of
1.1 mm (probe) and 0.6 mm (coupling). We have experi-
mentally determined and numerically confirmed that the
localization experiments work best when the EIT beams
are detuned by approximately 35 MHz from the excited
F' = 2 level. We work at a probe laser power of 5 mW,
which corresponds to a peak probe laser intensity of
Ip =260 mW/cm?. Under these conditions, with the
atoms initially pumped to the F = 1 level, we find that
the population transfer to the F = 2 level is maximized for
coupling laser beam power of 3 mW (which corresponds to
a peak coupling laser intensity of 530 mW/cm?). The
optimal transfer near a coupling laser power of 3 mW is
in agreement with our numerical calculations. Coupling
powers lower than 3 mW result in imperfect EIT and,
therefore, reduced transfer. Higher coupling powers reduce
the transfer efficiency as suggested by the dark-state solu-
tion of Eq. (1). These investigations are performed using a
single coupling laser, with each beam in the counterpropa-
gating pair producing almost identical results.

To confirm the coherent nature of the transfer for
excitation with such short pulses, we have performed a
STIRAP experiment (again with a single coupling laser
beam). Here, we set the power values of the probe and
control lasers to S mW and 3 mW, respectively, and record
the population transfer to F' = 2 as a function of the time
delay between the two pulses. As shown in Fig. 4, maxi-
mum transfer of 70% happens when the two laser pulses
overlap such that both beams turn off simultaneously. In
these data, this corresponds to the zero time delay point.
This also means that the control beam is turned on 50 ns
before the probe laser. We perform the localization experi-
ments that will be detailed below at this zero time delay
point.

The solid line in Fig. 4 is the result of simulations in
which we solve the density matrix equations numerically
for a single EIT channel with states |F = 1, my = 0),
|F =2 mp=0), and |F' =2, mp = 1). When we use
the calculated intensity values for both of the laser beams,
we observe a slight mismatch in the flat regions of the
STIRAP curve (nonoverlapping pulses) between the data
and the simulation. We believe this mismatch is likely
caused by a slight misalignment of the centers of the
EIT beams from the atoms in the trap. We use this slight
misalignment as an adjustable parameter to get a good
fit between the experimental data and the simulation in
the flat regions of the STIRAP curve. Aside from this
adjustment, there are no further adjustable parameters
in the simulation. As shown in Fig. 4, there is reasonable
agreement between the simulation and the experimental
data.

Population transfer

1 1
-100 0 100 200

Time delay (ns)

-200

FIG. 4. The population transfer to the F =2 level (i.e.,
[{(¢|F = 2)|?) as a function of the time delay between the probe
and the coupling laser beams. The zero time delay point corre-
sponds to overlapping the probe and coupling lasers, with both
beams turning off simultaneously. The solid line is a numerical
simulation of the density matrix with a single adjustable
parameter. See text for details.
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C. Localization experiment protocol

We next discuss the details of the localization experi-
ment. Observing nanoscale-level spatial localization is
technically challenging for the following reasons:
(i) Because the excitation is localized to spatial scales
much smaller than the wavelength of light, the localized
atoms cannot be imaged directly. (ii) The standing-wave
pattern for the coupling laser must be spatially stable to
within approximately 10 nm throughout the experiment in
order to prevent the localization signal from washing out.
To overcome these challenges, we have devised the follow-
ing experimental protocol. In the spirit of the autocorrela-
tion technique from ultrafast physics, we study localization
with two EIT pulses that are separated by a controllable
amount of time 7. With the atoms starting in the ground
level F = 1, the first EIT pulse transfers atoms that are
near the nodes of the standing wave to the ' = 2 level. We
then turn on a unidirectional beam, called the blow-away
beam (Qpjow-away)» that is resonant with the F = 2 — F' =
3 cycling transition. This laser continually scatters photons
only on atoms that have been transferred to the F = 2
level, thus selectively removing them from the trap. We
next spatially shift the standing-wave pattern for the
coupling laser beam by a known amount, 6x. This shift
is achieved by adjusting the frequencies of the two counter-
propagating coupling lasers so that they differ slightly. For
a frequency difference of &f, the spatial shift of the
standing-wave profile before the second EIT pulse is
8x = 8f7(A/2). A second EIT pulse and a subsequent
blow-away beam then repeats the process. Depending on
how the standing-wave patterns during the first and
the second EIT pulses overlap, we observe a change in
the number of atoms that remain in the trap at the end of the
experiment. If, for example, there is significant overlap
between the patterns, the first EIT pulse-blow-away se-
quence would have already removed the atoms near the
nodes from the trap, so the second would remove very few.
However, if there is almost no overlap, the sequences
would remove about equal numbers of atoms. In essence,
we are ‘“‘correlating” the localized excitation with itself to
measure its spatial width. The variation in 6x can be
accomplished by either changing the frequency difference
between the two beams, §f, or varying the time delay
between the two EIT pulses, 7. In our experiments, we
scan Ox by introducing a small frequency difference 6 f
between the two coupling lasers, and we keep the time
delay between the two pulses fixed. The frequency differ-
ence Of is kept constant throughout each experimental
cycle. We note that for this procedure to work, the atoms
must be cold enough such that the diffusion of atoms
between EIT pulses does not wash out the excitation
pattern due to the first EIT pulse.

Figure 5 shows the experimental timing protocol. We
begin the experiment by loading the MOT for 1 s. We turn
on the dipole-trapping beam during the last 50 ms of the

MOT I's ON
_>|_\ 150 ms OFF
(30 m:
100 ns I_l
Probe |_|<— T —>|_|
Blow-away | L5 s ‘_, L5 us

EMCCD + Fluorescence |

Dipole trap

Coupling

FIG. 5. The timing protocol for the localization experiment. In
order to resolve nanometer spatial scales, we use two EIT pulses
separated by 7. The standing wave for the coupling laser is
shifted to a different location between the two pulses. This shift
is accomplished by setting the frequencies of the two counter-
propagating beams to be slightly different. We obtain localiza-
tion information through correlation measurements by scanning
the spatial shift and recording the number of atoms that remain in
the trap.

MOT loading cycle and transfer the atoms from the MOT
to the dipole trap. The MOT magnetic field gradient is
turned off during the dipole-trap loading interval, and the
frequency and the intensity of the MOT lasers are adjusted
to optimize the efficiency of loading. We also reduce the
optical power in the hyperfine repumper beam for the MOT
during the last few milliseconds of loading to increase the
number of trapped atoms. The atoms are then evaporatively
cooled to a temperature of 5.5 uK by lowering the trap
depth. We turn off the dipole-trap beam abruptly and
perform the experiment 100 ms after the MOT beams are
turned off. The dipole-trapping beam is turned off during
the experiment to avoid the position-dependent AC Stark
shifts of the transitions due to the trapping laser. At the start
of the experiment, we first initialize all the atoms to the
F =1 level using an appropriate optical pumping beam
(not shown in Fig. 5). Each EIT pulse consists of a 100-ns-
long coupling laser pulse overlapped with a 50-ns-long
probe pulse. As mentioned above, to adiabatically prepare
the atoms into the dark state, the coupling laser is turned on
before the probe laser beam. The probe and coupling laser
pulses are turned off simultaneously. After each EIT pulse,
we shine a 1.5-us-long blow-away pulse to remove the
atoms that have been transferred to the F' = 2 level.

D. Localization experiment results

Figure 6 shows the normalized number of atoms that
remain in the trap as a function of the scanning distance of
the standing wave. For these data, the probe power is held
at a constant value of 5 mW. In order to have effective EIT
at all points along the standing wave, we introduce an
intensity imbalance between the two coupling laser beams.
As a result of the imbalance, there is no point with zero
intensity, and the lowest intensity points of the standing
wave have a coupling laser power of 3 mW. This result
guarantees optimal transfer near each low-intensity point
of the standing-wave profile. The coupling laser power in
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FIG. 6. The normalized number of atoms that remain in the
trap as a function of the scanning distance of the standing wave.
For these data, the power of the probe beam is held at a constant
value of 5 mW. The coupling laser power changes from 3 mW to
14 mW for part (a), and 3 mW to 30 mW for part (b). The solid
lines are the results of numerical simulations, where we solve the
density matrix equations at each point along the spatial profile of
the standing wave. The simulations also take into account the
diffusion of the atoms due to their finite temperature.

the standing wave changes from 3 mW to 14 mW for
part (a), and 3 mW to 30 mW for part (b). As expected,
the data are periodic, with a period that equals half the
wavelength, A/2 = 390 nm. The width of the features
becomes more localized as the peak intensity of the cou-
pling laser is increased. The solid lines are the results of
numerical simulations. With the exception of the slight
spatial misalignment adjustment of the beams as discussed
above, there are no adjustable parameters (i.e., all parame-
ters in the simulations are experimentally measured). The
simulations also take into account the diffusion of the
atoms between the two EIT pulses due to their finite
temperature. There is very good agreement with the simu-
lation results and the experimental data. For the data of
Fig. 6(b), the width of the features is 129 nm, a value that is
accurately reproduced by the numerical simulations.
Figure 7 shows the inferred population transfer along
two cycles of the standing wave for the experimental
conditions of Fig. 6(b). The transfer curve displayed in
Fig. 7 is the result of the same simulation that produces
good agreement with the experimental data of Fig. 6(b).
The inferred width of the transfer is 100 nm, which is a

0.5

Population transfer

0
-400 -200 0 200 400
Position (nm)

FIG. 7. The inferred population transfer from F = 1to F = 2
along two cycles of the standing wave for the conditions of the
experiment of Fig. 6(b). This transfer curve is the result of the
same simulation that produces good agreement with the experi-
mental data of Fig. 6(b). The inferred width of the transfer is
100 nm, which is a factor of 8§ smaller than the wavelength of the
EIT laser beams.

factor of 8 smaller than the wavelength of the EIT laser
beams. The shape and the width of the inferred transfer of
Fig. 7 differ from the measurement of Fig. 6(b) for two key
reasons: (i) the “correlation” effect of two spatial profiles
and (ii) the diffusion of the atoms during the time interval 7
due to their finite temperature. The observable correlation
that we see in the experiment, shown in Fig. 6(b), is derived
from the underlying unobservable spatial feature shown in
Fig. 7 via convolution of that spatial feature with a delayed
copy of itself. Because of the finite temperature of the
atoms, one of the features blurs as the atoms move, while
T elapses between the EIT pulses.

Our numerical simulations predict that if the peak cou-
pling laser power is further increased to values exceeding
100 mW, then atomic localization below 40 nm should be
observable. We have explored this high-power regime but
have not been able to observe such tight localization. We
believe that the limitations of our current experiments are
as follows: (i) For high laser power, the coupling beam
starts to interact with the nearby hyperfine levels in the
excited electronic state. The frequency spacing between
the F' = 2 and F’ = 3 hyperfine levels in the D, line is
only 260 MHz in 8’Rb. As a result, the idealized three-level
A scheme approximation is no longer valid for high cou-
pling laser intensities. (ii) For the correlation measurement
to be a good indication of the excitation profile, we require
the diffusion distance of the atoms due to their temperature
to be smaller than the localization width. For an excitation
width of 40 nm, this requires atomic temperatures well
below 1 wK in the dipole trap. We will discuss below how
we aim to overcome these limitations.

III. CONCLUSIONS AND FUTURE DIRECTIONS

In conclusion, we have reported an experiment in
which the atomic excitation to a specific hyperfine level
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is localized to a spatial width of 100 nm, a factor of 8
smaller than the wavelength of the laser beams used in the
experiment. The localization is achieved using approxi-
mately 100-ns-long EIT laser pulses, i.e., with a gate speed
capability of about 10 MHz. Our approach utilizes the dark
state of EIT for atomic localization. As we discussed
above, the dark-state-based approach has unique advan-
tages that may be especially useful for quantum computing
experiments in which nanoscale-level addressing with little
decoherence is required.

In the future, our first immediate goal will be to over-
come the limitations of the current experiments and to
demonstrate atomic localization at the 10-nm level. For
this purpose, we plan the following improvements: (1) We
plan to switch to the D; line excitation near a wavelength
of 795 nm. The use of the D; line offers the following
advantage over the D, line excitation: The spacing between
the hyperfine levels in 5P /, is 800 MHz, and as a result the
undesired excitation into nearby levels is reduced. (ii) In
our current experiment, the dipole-trapping laser is at a
wavelength of 850 nm, and as a result the photon scattering
rate from the dipole-trapping laser is about 100 Hz. Such a
high photon scattering rate results in continuous heating of
the atoms, which is quite detrimental for evaporative
cooling. We therefore plan to switch to a longer infrared
wavelength for the dipole-trapping beam, which should
allow longer evaporative cooling times. The goal will be
to cool the atoms to well below 1 uK in the dipole trap.

The next phase of this line of research would be to
implement subwavelength-spatial-resolution single-qubit
and two-qubit gates. As discussed in detail by Lukin and
colleagues [31], the dark-state-based localization can be
combined with additional coherent excitations to perform
gates with nanometer spatial resolution.
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